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ABSTRACT 

 

Now-a-days, people face various diseases due to the environmental condition and their living habits. So the prediction of disease 

at earlier stage becomes important task. But the accurate prediction on the basis of symptoms becomes too difficult for doctor. The 

correct prediction of disease is the most challenging task. To overcome this problem data mining plays an important role to predict 

the disease. Medical science has large amount of data growth per year. Due to increase amount of data growth in medical and 

healthcare field the accurate analysis on medical data which has been benefits from early patient care. With the help of disease 

data, data mining finds hidden pattern information in the huge amount of medical data. We proposed general disease prediction 

based on symptoms of the patient. For the disease prediction, we use (DECISION TREE AND NAVE BAYES) machine learning 

algorithm for accurate prediction of disease. For disease prediction required disease symptoms dataset. In this general disease 

prediction the living habits of person and checkup information consider for the accurate prediction. The accuracy of general 

disease prediction by using decision tree and nave bayes is 84.5%.  

 

   1. INTRODUCTION 

 

Disease prediction using patient treatment history and health 

data by applying data mining and machine learning 

techniques is ongoing struggle for the past decades. Many 

works have been applied data mining techniques to 

pathological data or medical profiles for prediction of 

specific diseases. These approaches tried to predict the 

reoccurrence of disease. Also, some approaches try to do 

prediction on control and progression of disease. The recent 

success of deep learning in disparate areas of machine 

learning has driven a shift towards machine learning models 

that can learn rich, hierarchical representations of raw data 

with little pre processing and produce more accurate results. 

With the development of big data technology, more attention 

has been paid to disease prediction from the perspective of 

big data analysis; various researches have been conducted 

by selecting the characteristics automatically from a large 

number of data to improve the accuracy of risk classification 

rather than the previously selected characteristics.  

 

 

 

 

The main focus is on to use machine learning in healthcare 

to supplement patient care for better results. Machine 

learning has made easier to identify different diseases and 

diagnosis correctly. Predictive analysis with the help of 

efficient multiple machine learning algorithms helps to 

predict the disease more correctly and help treat patients. 
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The healthcare industry produces large amounts of 

healthcare data daily that can be used to extract information 

for predicting disease that can happen to a patient in future 

while using the treatment history and health data. This 

hidden information in the healthcare data will be later used 

for affective decision making for patient’s health. Also, this 

areas need improvement by using the informative data in 

healthcare. One such implementation of machine learning 

algorithms is in the field of healthcare. Medical facilities 

need to be advanced so that better decisions for patient 

diagnosis and treatment options can be made. 

 

2. LITERATURE SURVEY 

 

M. Chen proposed [1] a new DT based multimodal disease 

risk prediction algorithm by using structured and 

unstructured data of hospital. M. Chen ,Y. Hao, K. Hwang, 

L. Wang, and L. Wang invented disease prediction system 

for the numerous regions. They performed disease 

prediction on three diseases like diabetics, cerebral 

infraction and heart disease. The disease prediction is carried 

out on structured data. Prediction of heart disease, diabetes 

and cerebral infraction is carried out by using different 

machine learning algorithm like naïve bayes, Decision tree 

and NB algorithm. The result of Decision tree algorithm is 

better than Naïve bayes and NB algorithm. Also, they 

predict that whether a patient experiences from the high risk 

of cerebral infarction or low risk of cerebral infarction. For 

the risk prediction of cerebral infraction, they utilized DT 

based multimodel disease risk prediction on text data. The 

accuracy comparison takes place between DT based 

unimodel disease risk predictions against DT based 

multimodel disease risk prediction algorithm. The accuracy 

of disease prediction reaches up to the 94.8% with faster 

speed than DT based unimodal disease risk prediction 

algorithm. The DT based multimodel disease risk prediction 

algorithm steps is similar as that of the DT-UDRP algorithm 

only the testing steps consist of two additional steps. This 

paper work on both the type of dataset like structured and 

unstructured data. Author worked on unstructured data. 

While previous work only based on structured data, none of 

the author worked on unstructured and semi- structured data. 

But this paper depends on structured as well as unstructured 

data. 

. 

 

 

3.EXISTING SYSTEM: 

Prediction using traditional disease risk model usually 

involves a machine learning and supervised learning 

algorithm which uses training data with the labels for the 

training of the models. High-risk and Low-risk patient 

classification is done in groups test sets. But these models 

are only valuable in clinical situations and are widely 

studied. A system for sustainable health monitoring using 

smart clothing by Chen et.al. He thoroughly studied 

heterogeneous systems and was able to achieve the best 

results for cost minimization on the tree and simple path 

cases for heterogeneous systems. The information of 

patient’s statistics, test results, and disease history is 

recorded in EHR which enables to identify potential data-

centric solutions which reduce the cost of medical case 

studies. Bates et al. propose six applications of big data in 

the healthcare field. Existing systems can predict the 

diseases but not the subtype of diseases. It fails to predict the 

condition of people. The predictions of diseases have been 

non-specific and indefinite. 

4.PROPOSED SYSTEM: 

In this Project , we have combined the structure and 

unstructured data in healthcare fields that let us assess the 

risk of disease. . Medical science has large amount of data 

growth per year. Due to increase amount of data growth in 

medical and healthcare field the accurate analysis on 

medical data which has been benefits from early patient 
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care. With the help of disease data, data mining finds hidden 

pattern information in the huge amount of medical data. We 

proposed general disease prediction based on symptoms of 

the patient. For the disease prediction, we use (DECISION 

TREE AND NAVE BAYES) machine learning algorithm 

for accurate prediction of disease. For disease prediction 

required disease symptoms dataset. In this general disease 

prediction the living habits of person and checkup 

information consider for the accurate prediction. The 

approach of the latent factor model for reconstructing the 

missing data in medical records which are collected from the 

hospital. And by using statistical knowledge, we could 

determine the major chronic diseases in a particular region 

and in particular community. To handle structured data, we 

consult hospital experts to know useful features. In the case 

of unstructured text data, we select the features 

automatically with the help of k-mean algorithm. We 

propose a k-mean algorithm for both structured and 

unstructured data. 

 

 

 

5.SYSTEM ARCHITECTURE 

 

 

Fig -1: System Architecture 

 

Fig -1: System Architecture 

6.ALGORITHM 

6.1.DECISION TREE 

A decision tree is a flowchart-like structure in which each 

internal node represents a "test" on an attribute (e.g. whether 

a coin flip comes up heads or tails), each branch represents 

the outcome of the test, and each leaf node represents a class 

label (decision taken after computing all attributes). The 

paths from root to leaf represent classification rules. 

In decision analysis, a decision tree and the closely 

related influence diagram are used as a visual and analytical 

decision support tool, where the expected 

values (or expected utility) of competing alternatives are 

calculated 

 

 

FIG 2 DECISION TREE ELEMENTS 

The decision tree can be linearized into decision 

rules,[2] where the outcome is the contents of the leaf node, 

and the conditions along the path form a conjunction in the 

if clause. In general, the rules have the form: 

if condition1 and condition2 and condition3 then  

outcome. 

Decision trees are commonly used in operations research, 

specifically in decision analysis, to help identify a strategy 
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most likely to reach a goal, but are also a popular tool 

in machine learning. 

6.2 NAVIE BAYES ALGORITHM: 

It is a classification technique based on Bayes’ Theorem 

with an assumption of independence among predictors. In 

simple terms, a Naive Bayes classifier assumes that the 

presence of a particular feature in a class is unrelated to the 

presence of any other feature. 

For example, a fruit may be considered to be an apple if it is 

red, round, and about 3 inches in diameter. Even if these 

features depend on each other or upon the existence of the 

other features, all of these properties independently 

contribute to the probability that this fruit is an apple and 

that is why it is known as ‘Naive’. 

Naive Bayes model is easy to build and particularly useful 

for very large data sets. Along with simplicity, Naive Bayes 

is known to outperform even highly sophisticated 

classification methods. 

Bayes theorem provides a way of calculating posterior 

probability P(c|x) from P(c), P(x) and P(x|c). Look at the 

equation below: 

 

                      7. CONCLUSIONS 

With the proposed system, higher accuracy can be achieved. 

We not only use structured data, but also the text data of the 

patient based on the proposed k-mean algorithm. To find 

that out, we combine both data, and the accuracy rate can be 

reached up to 95%. None of the existing system and work is 

focused on using both the data types in the field of medical 

big data analytics. We propose a K-Mean clustering 

algorithm for both structured and unstructured data. The 

disease risk model is obtained by combining both structured 

and unstructured features. 
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